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Abstract 

Key message In this paper, we first introduced a novel method for directly measuring tree diameters from UAV-LiDAR 
point clouds utilizing the χ2-filtering technique and a technique for measuring tree heights using pseudo-waveforms.

Context Eucalyptus plantation forests constitute the largest expanse of planted broad-leaved forests worldwide. 
Detailed and accurate individual tree attributes are essential for precision forestry. Terrestrial laser scanning (TLS) 
and mobile laser scanning (MLS) are frequently employed to acquire information on individual trees. However, 
both technologies suffer from low efficiency. Therefore, the challenge remains how to access this information 
efficiently.

Aims Consequently, this paper investigated a novel technical approach to automatically extract individual tree attrib-
utes using low-cost UAV-LiDAR technology.

Methods The framework consists of three independent yet interrelated approaches. Firstly, the tree trunks were 
detected using an approach based on the hierarchical density-based spatial clustering of applications with noise 
(HDBSCAN) algorithm. It utilized 3D point clouds to achieve precise tree counts and their approximate locations. 
These locations then enabled cylindrical segmentation of the point clouds at the trunk level, facilitating diameter 
measurement. Secondly, stem diameters were directly measured using the probability density function of the chi-
square distribution. This process produced precise stem diameters, trunk positions, and growth directions, which 
were subsequently used to determine the center of the crown top for tree height extraction. Lastly, the tree height 
was estimated based on the pseudo-waveforms. We validated this framework by acquiring ultra-high-density UAV-
LiDAR data in an Eucalyptus plantation.

Results The result indicated a precision of 91.1% for individual tree detection, with an F-score of 0.916. The root mean 
square errors (RMSEs) for direct measurements of diameter at breast height (DBH) and tree height were 14.60% (2.18 
cm) and 2.69% (0.31 m), respectively. Furthermore, this study suggested that the classical circle-fitting method might 
not be suitable for directly measuring tree diameter using low-cost UAV-LiDAR data.

Conclusion The proposed framework facilitates automated inventory and monitoring in Eucalyptus plantation for-
ests. However, more trials are needed to verify the framework’s applicability in other planted and natural forests.
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1 Introduction
Since the beginning of the century, airborne LiDAR 
technology has emerged as a practical tool for for-
est inventories at various scales, from forest stands to 
local to national levels (Næsset et  al. 2004; Maltamo 
and Packalen 2014; White et  al. 2017; Li et  al. 2023). 
Regional airborne LiDAR forest inventories typically 
adopt the area-based approach (ABA). This two-stage 
procedure comprehensively maps forest attributes, such 
as mean diameter at breast height (DBH), mean height, 
basal area, stand volume, and above-ground biomass 
(Næsset and Bjerknes 2001; Næsset 2002). Since the 
pioneering application in 2010 (Jaakkola et  al. 2010), 
UAV-LiDAR has rapidly gained popularity as an appeal-
ing alternative to airborne LiDAR due to its ease of 
deployment, flexible sensor configurations, high tem-
poral and spatial resolution, adaptable and reproducible 
data acquisition, and cost-efficiency (Kukkonen et  al. 
2022). As a result, UAV-LiDAR is widely employed for 
local-scale forest management inventory and monitor-
ing (Dainelli et al. 2021). Its low altitude and slow flight 
speed enable UAV-LiDAR to generate high-density 
point clouds, effectively penetrating the forest canopy 
and capturing comprehensive information across the 
vertical profile. Consequently, this improves the accu-
racy of estimating structural forest attributes (Dalla 
Corte et  al. 2020). Besides utilizing the conventional 
ABA for forest attribute estimation (López-Amoedo 
et al. 2023; Maesano et al. 2022; d’Oliveira et al. 2020), 
UAV-LiDAR also facilitates precise extraction of forest 
tree specifics, encompassing tree count, location, and 
attributes. These attributes are achieved through indi-
vidual tree segmentation (ITS) techniques, allowing for 
the accurate measurements of diameter, tree height, 
crown-based height, crown area, canopy volume, stem 
volume, and biomass (Zhang et al. 2022a; Krůček et al. 
2020). Furthermore, UAV-LiDAR can derive the stand 
volume and biomass by utilizing estimated taper curves 
(Liang et  al. 2019; Hyyppä et  al. 2020b) or allomet-
ric equations (Lin et  al. 2023), therefore replacing the 
field plot measurements in regional airborne LiDAR 
applications (Xiang et al. 2024). UAV-LiDAR also offers 
additional capabilities, such as reconstructing tree 
branching structures (Cárdenas et  al. 2022), determin-
ing growth direction (Neuville et al. 2021), and aiding in 
the classification of forest types and species (Scheeres 
et al. 2023; McGaughey et al. 2024; Hakula et al. 2023). 
The ABA primarily captures a group of mean forest 

attributes within a grid. However, the individual tree 
approach provides detailed information about trees, 
which is crucial for understanding the forest ecosystem 
structure and function comprehensively and precisely 
(Guo et  al. 2020). This information also benefits preci-
sion forestry management (Fu et al. 2024).

This paper primarily focuses on extracting individual 
tree attributes using low-cost UAV-LiDAR technology 
in Eucalyptus plantation forests. These forests repre-
sent the vastest expanse of planted broad-leaved forests 
worldwide, with eucalyptus trees being cultivated in over 
100 countries across six continents, covering an area 
exceeding 20 million hectares (Hua et  al. 2022; Zheng 
and Wang 2021). As such, investigating the automatic 
acquisition of parameters related to eucalyptus planta-
tion forests is immensely importance for precision for-
estry. The low-cost UAV-LiDAR system is comparable 
to the survey-grade UAV-LiDAR system, exemplified 
by the Riegl VUX- 1 laser scanner (Riegl Laser Meas-
urement System GmbH, Horm, Austria), which is char-
acterized by its range-accuracy of 1 cm (Li et  al. 2019; 
Kuželka et al. 2020). Although the range accuracy of low-
cost UAV-LiDAR systems is not as high as survey-grade 
UAV-LiDAR systems, they are less expensive, making 
them widely affordable in practical forest management 
applications. This study includes three key facets: deter-
mining the tree count and their locations and measuring 
their diameters and heights. Determining tree count and 
position relies on individual tree detection (ITD), also 
called ITS (Pu et al. 2023). Numerous studies have been 
focused on ITD or ITS, resulting in numerous detection 
methods. These methods are further classified into two 
groups: individual tree crown (ITC) detection, which 
segments trees by identifying gaps between neighboring 
crowns (Deng et  al. 2024), and trunk detection, which 
emphasizes the isolation of tree trunks. Tree crown 
detection techniques can be further classified into ras-
ter-based and point cloud-based approaches (Soininen 
et  al. 2022). Classical algorithms include the watershed 
and its variants, graph-cut segmentation (Strîmbu and 
Strîmbu 2015), and fishing net dragging simulations 
(Liu et  al. 2015). Although raster-based methods have 
advantages in computational efficiency and detection of 
dominant trees, they lose 3D information during rasteri-
zation and may miss smaller trees beneath the canopy 
(Jeronimo et  al. 2018). In contrast, point cloud-based 
methods directly segment individual trees from voxel 
or point cloud spaces (Deng et al. 2024), assuming that 
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the canopy center exhibits a higher point cloud density 
(Mongus and Žalik 2015). Segmentation techniques 
are mainly clustering algorithms, such as region grow-
ing (Li et  al. 2012; Torresan et  al. 2020), layer-stacking 
(Ayrey et al. 2017), K-means (Gupta et al. 2010), mean-
shift (Xiao et al. 2019), normalized cut (Yan et al. 2018), 
and density-based spatial clustering of applications with 
noise (DBSCAN) (Neuville et  al. 2021). Deep learning 
networks have recently gained much attention in ITS. 
These algorithms include YOLO (Sun et al. 2022; Straker 
et al. 2023), ForAINet (Xiang et al. 2024), and PointNet + 
+ (Kim et al. 2023). Although point cloud-based segmen-
tation demands much computational resources, it often 
achieves higher accuracy. However, it is easy to produce 
omissions and commission errors when the crowns are 
squeezed against each other and the shape of the crowns 
is irregular. Trunk detection also utilizes 3D point clouds 
to detect individual trees. However, it focuses only on 
a specific height interval (the trunk layers). The signifi-
cant algorithms currently in use include DBSCAN, ran-
dom sample consistency (RANSAC) (Deng et al. 2024), 
Hough transform, robust least trimmed squares (RLTS), 
supervised individual-tree squares (RLTS) (Kuželka et al. 
2020), and graph-cut clustering (Williams et  al. 2020; 
Dersch et  al. 2021). Due to the distinct clustering of 
point clouds, trunk detection tends to be more accurate. 
However, it needs a high point cloud density. To improve 
detection accuracy and computational effectiveness, we 
need to improve existing algorithms and develop new 
ones adapted for various forest scenarios, especially for 
complex ones, such as natural forests and planted forests 
with rich understory vegetation.

DBH and height are the critical individual tree attrib-
utes. The primary method for direct measurements of 
individual tree DBH using UAV-LiDAR data relied on 
a circle-fitting algorithm grounded in the geometry of 
the point cloud distribution. This approach involved 
fitting the circles or cylinders of LiDAR point clouds 
at horizontal trunk sections (“slices” or “bins”), such 
as cylinders encompassing trunk heights of 1.2–1.4 
m (Brede et al. 2017), as described by Kukkonen et al. 
(2022). For a long time, the circle-fitting technique for 
measuring tree diameters has been implemented in ter-
restrial laser scanning (TLS) (Maas et  al. 2008). TLS 
has a high density, high positional accuracy of point 
clouds, and a near-circular or arc-shaped distribution 
of laser points on the trunk (Liu et al. 2018). Therefore, 
its direct measurement of diameters is usually very 
accurate (Lee and Lee 2024). For UAV-LiDAR, espe-
cially for low-cost LiDAR, direct diameter measure-
ment is difficult to achieve the desired accuracy due to 
the sparse point clouds of tree trunks (Neuville et  al. 

2021) and limited precision in point cloud position-
ing (Lin et al. 2021). Although some studies employed 
principal component analysis (PCA) for directly meas-
uring tree diameters, their results were slightly worse 
than those of the circle-fitting methods (Jaakkola et al. 
2017). Therefore, we must explore innovative algo-
rithms to enhance the accuracy of directly measuring 
diameters. Analyzing the probability distribution of 
the point clouds surrounding the trunk might help us 
develop new diameter measurement methods. On the 
other hand, direct UAV-LiDAR measurements of tree 
height are both straightforward and precise. The pri-
mary method entails calculating tree height by measur-
ing the distance from the topmost point of the crown 
to the ground, which is accomplished through the 
techniques of individual tree detection and segmenta-
tion. Both CHM (Lin et al. 2021; Picos et al. 2020; Ganz 
et  al. 2019) and 3D point clouds (Dalla Corte et  al. 
2020; Krůček et al. 2020; Hyyppä et al. 2020b) could be 
utilized for extracting tree height. However, maintain-
ing consistency between the tree heights extracted by 
CHM or 3Dpoint clouds and those obtained through 
field measurements remains a significant challenge. 
Despite the exceptional data quality of survey-grade 
UAV-LiDAR, its high cost (Hu et  al. 2021) often 
exceeds its practicality for forest resource applications 
(Wallace et  al. 2012). Therefore, exploring the utiliza-
tion of low-cost UAV-LiDAR data to extract individual 
tree attributes for “automated forest inventory” (Xiang 
et  al. 2024) or “autonomous forest field investigation” 
(Jaakkola et  al. 2017) remains a critical research focus 
in the academic community.

The primary goal of this paper was to automatically 
extract individual tree attributes, encompassing tree 
count and position, stem diameter, and height, using 
low-cost UAV-LiDAR technology. To fulfill this goal, 
UAV-LiDAR and ground-truth data were collected 
in an Eucalyptus plantation. The specific objectives 
encompassed: (1) developing a methodology to deter-
mine the number and location of forest trees using 3D 
point clouds based on the HBDSCAN algorithm; (2) 
examining the statistical distribution of point clouds 
on the trunks and proposing an innovative approach 
for directly measuring stem diameter using 3D point 
clouds based on the probability density function (PDF) 
of the chi-square ( χ2 ) distribution; and (3) introduc-
ing a pseudo-waveform-based approach to extract 
tree height, yielding estimates that align closely with 
field measurements. The authors hope to offer a novel 
framework for automated forest inventory and moni-
toring in forest plantations.
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2  Materials and methods
2.1  Test site
The study area encompasses an intensively managed 
Eucalyptus urophylla S. T. Blake plantation, spanning 0.4 
hectares and located within the state-operated Gaofeng 
forest farm (Zhang et  al. 2019) in the center of the 
Guangxi Zhuang Autonomous Region, southern China 
(108°35′27″E, 22°59′59″N) (Fig. 1a, b, and c). This for-
est is seven years old and is a second-rotation coppice 
of fast-growing Eucalyptus plantations, established after 
the original forest underwent clear-cutting in the spring 
of 2015, with a 6–8-year rotation cycle. The initial plant-
ing adhered to contour lines, maintaining a spacing of 
approximately 2 × 3 m (1667 trees·ha−1). Significantly, all 
trees within this forest were of the same age and exhib-
ited uniform growth in diameter and height (Fig.  1d). 
The terrain of the study area is characterized by hilly and 
mountainous landscapes, with altitudes ranging from 
174.6 to 234.3 m above sea level. Slopes range from 15° to 
35°, with an average slope of 25°. The forest was abundant 
in understory trees, herbaceous plants, climbing vines, 
and stripped but not yet shed bark.

2.2  Data collection
On April 8, 2022, the LiDAR data acquisition mission 
was conducted using the DJI Matrice 300 RTK UAV 

system from Shenzhen Dajiang Innovation Technol-
ogy Co. Ltd. (Shenzhen, China). The 6.3 kg quadcopter 
UAV system is equipped with an Automatic Dependent 
Surveillance-Broadcast (ADS-B) anti-collision system, 
enabling it to achieve a positioning accuracy of 1.0–1.5 
cm + 1 ppm through the real-time kinematic-global 
navigation satellite system (RTK-GNSS). The M300 RTK 
can be equipped with various sensors, including the DJI 
Zenmuse P1 camera and the DJI Zenmuse L1 laser scan-
ner for aerial surveys. The Zenmuse L1 integrates Livox 
LiDAR modules, a high-precision IMU, and a 50-meg-
apixel CMOS camera on a three-axis stabilized gimbal. It 
boasts a range of 450 m with a field of view (FOV) of 70° 
and can manage up to three echoes per laser emission. 
In the repetitive scanning mode, the L1 sensor achieves a 
point rate of up to 480,000 points per second. The system 
attitude accuracy is 10 cm, while the altitude accuracy is 
5 cm at a flight altitude 50 m above the ground. The laser 
scanner’s distance measurement accuracy (RMS1σ) is 3 
cm @ 100 m.

During the data acquisition phase, the flight mode was 
set to terrain-following, with a flight altitude maintained 
50 m above the ground surface. The flight speed was set 
at 5 m·s−1, and a strip overlap rate of 60% was employed 
to ensure data redundancy. Mutually perpendicular 
directions were used for repeated scanning to achieve 

Fig. 1 Study site and forest stands. (a) Location of Guangxi in China; (b) location of study site in Guangxi; (c) CHM of the study site and the location 
of the reference trees and the field-measure tree; (d) forest stand just before logging; and (e) the measurements of the felling tree at the time 
of logging down
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ultra-high-density point cloud data. The collected laser 
point cloud data was preprocessed using TerraSolid soft-
ware (Terrasolid, Helsinki, Finland). This preprocessing 
included point cloud classification using the progressive 
triangular irregular network (TIN) filtering algorithm, 
and digital elevation model (DEM) production. The DEM 
(0.5 m resolution) was then utilized to normalize the 
laser point cloud elevation. The final mean point cloud 
density achieved was 19,230 pts·m−2. The point cloud 
density was further analyzed based on altitude ranges, 
revealing 982 pts·m−2 below 1 m, 4388 pts·m−2 between 
1 and 6 m, and 13,861 pts·m−2 above 6 m.

There were 413 trees in the study site. On April 10, 2022, 
the DBHs (1.3 m above ground) of the 33 trees with DBH 
≥ 5 cm were measured using a steel tape, and the stem 
coordinates were obtained using the network RTK-GNSS 
of Hi-Target D8pro (Hi-Target Satellite Navigation Tech-
nology Co. Ltd. Guangzhou, China) based on the Qianxun 
continuously operating reference station (CORS) net-
work, with a horizontal positioning accuracy of ± 8 mm. 
Two days later, as the forests were cleared cut, the diame-
ters of the felled reference trees at 2, 4, 6 m, … were meas-
ured one by one, and their total lengths (heights) were 
measured using a tape measure on the trunk (Fig. 1e). The 
individual stem volume (VOL) was calculated using the 
following allometric equation (Zhang et al. 2022b).

where DBH is the diameter at breast height, H is the tree 
height. The mean DBH, height, and stem volume of the 
33 field-measured reference trees were 15.19 ± 2.10 cm, 
19.75 ± 1.46 m, and 0.1708 ± 0.0479  m3, respectively.

2.3  Methodology for extracting individual tree attributes
The procedure for extracting individual tree attributes 
using ultra-high-density point clouds comprised three 
distinct yet interrelated steps:

• Determination of tree count and stem location. The 
first step involved identifying the number of trees 
within the stand and locating the center of the stem 
base. This step was achieved through trunk detection 
based on the HDBSCAN algorithm (Neuville et  al. 
2021), enabling the calculation of the total tree count 
and the approximate coordinates of the stem centers 
at 2 m above ground level.

• DBH measurement. This step involved cylindrical 
clipping point clouds of the trunk, directly measur-
ing tree diameters, and extracting the precise coor-
dinates of the trunk’s center by filtering point clouds 
using the PDF of χ2 -distribution. This step also 

(1)VOL = 4.354 × 10
−5DBH1.71874H1.1927

obtained the DBH and its center position, the diam-
eter, and center position at a tree height of 7 m.

• Estimation of tree height. The final step involved calculat-
ing the center of the crown top based on the coordinates 
of the stem centers at heights of 1.3 m and 7.0 m and the 
canopy height model (CHM). With the cylindrical seg-
mentation of the crown’s point clouds, this step finally 
extracted the tree height based on pseudo-waveforms.

The entire procedure of individual tree attribute extrac-
tion is illustrated in Fig. 2.

In this paper, individual tree attributes were extracted 
fully automatically, without manual intervention. All 
codes for the process were written in Python (Python 
Software Foundation, Python version 3.8).

2.3.1  Tree stem detection
Identifying trees’ quantity and approximate locations is 
pivotal in extracting individual tree attributes. Our study 
employed the HDBSCAN algorithm for trunk detection, 
aiming to determine the tree count and their positions. 
The methodology entails the following steps:

(1) Segmentation of point clouds of the trunk layer. The 
understory canopy and tree foliage exert a significant 
impact on trunk detection. After repeated trials, the 
normalized point clouds with 2–4 m height were 
cropped and utilized for trunk detection to minimize 
these effects.

(2) HDBSCAN clustering. The HDBSCAN algo-
rithm was used to cluster the point clouds of 
four height slices, i.e. 2–2.5 m, 2.5–3 m, 3–3.5 
m, and 3.5–4 m, at the trunk layer to obtain clus-
ters of the point clouds, respectively. Labels 
were then assigned to each cluster, denoted as 
Ch
i (h = 1, 2, · · · , 4; i = 1, 2, · · · , n) , where h is the 

number of height slices, and n is the total number 
of clusters. The results of this clustering for trunk 
detection were of utmost importance.

(3) Noise filtering and trunk diameter extraction. For 
the point clouds of each cluster, the PDF of χ2 
-distribution was employed to effectively filter out 
noises and calculate the approximate diameter 
( Dh

i , h = 1, 2, · · · , 4, i = 1, 2, · · · , n ) of the tree 
trunk and its geometric central coordinates ( xh

0i, y
h
0i ) 

for each height slice. The detailed methodologies 
for these processes are outlined in Sect. 2.3.2.

(4) Cluster matching. If the point cloud density is high 
enough, there will always be a large number of con-
tinuously distributed point clouds in the vertical 
direction of the tree stem. Consequently, the trunk 
center coordinates ( x1i , y1i  ) of the cluster within first 
height slice were utilized as a reference to systemati-
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cally assign each cluster of the remaining height 
slices according to the following criteria: For the i 
cluster of the first height slice, if the distance 
( d(1i, kj) ) between the center horizontal-plane 
coordinates ( xkj , ykj  ) of the j cluster of the k height 
slice and ( x1i , y1i  ) was less than 50 cm (depending on 
the lean of the stem and the structure of understory 
vegetation, e.g., the more understory vegetation, the 
greater the distance), i.e. d(1i, kj) = (x1i − xkj )

2 + (y1i − ykj )
2 ≤ 50 

cm, it was concluded that cluster Ck
j
 belongs to the 

same trunk as cluster C1
i  . Once all clusters across all 

height slices had been analyzed, all point cloud clus-
ters could be matched, indicating the completion of 
trunk isolation. Clusters absent in the first height 

slice but present in others were deemed non-stem 
clusters and excluded from further steps.

(5) Tree stem determination and isolation. For a given 
trunk, if two of the four height slices had a diameter 
greater than 5 cm and less than 35 cm (depending 
on the lean of the stem and the structure of under-
story vegetation), the trunk was determined to be a 
tree stem. Otherwise, the trunk was not a tree stem 
but might be the canopy of undergrowth vegetation 
or a climbing vine.

(6) Determination of the approximate horizontal-plane 
center of tree stem. For the cluster belonging to the 
tree stem, the remaining point clouds after filtering 
by the PDF ofχ2 -distribution in the first height slice 

Fig. 2 A flowchart depicting the procedures for extracting individual tree attributes using UAV-LiDAR data. Dx: diameters at height-intervals 
of 2–2.5 m, 2.5–3 m, or 1.3 ± 0.25 m, 2.0 ± 0.25 m, 3.0 ± 0.25 m, etc
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was used to calculate the approximate horizontal-
plane center of the tree stem ( x1,i

0
, y1,i

0
).

2.3.2  Direct measurement of tree diameters
A buffer zone, whose radius is 0.25 m but may vary based 
on factors such as the diameter distribution of trees 
and the density of understory vegetation (for instance, 
a denser understory may necessitate a smaller radius), 
was delineated around the base horizontal-plane center 
of the tree, as determined in Sect. 2.3.1. This buffer zone 
was then utilized to perform a cylindrical clipping of the 
tree trunk’s point clouds. When extracting a tree trunk’s 
diameter at a specific height, a ± 0.25-m (depending on 
the point cloud density, the higher the point cloud den-
sity; the smaller the height interval) point cloud segment 
centered on that height was clipped. Figure 3a illustrates 
the point cloud clipping for DBH extraction.

The inertial measurement unit (IMU), global navi-
gation satellite system (GNSS), and laser sensors 
employed in this study were of non-survey-grade qual-
ity, resulting in less-than-optimal spatial positional 
accuracy with horizontal positional errors approxi-
mately measuring 10 cm (Stroner et  al. 2023). Conse-
quently, the distribution of laser point clouds within 
the trunk cross-section displayed a nearly solid circu-
lar pattern accompanied by overlap (Fig.  3b). We cal-
culated the horizontal plane center of the point clouds 
inside the cylinder and the distance of each point 
cloud from that center. Following this, we segmented 
the distance from the trunk’s center to the outermost 
point cloud (representing the maximum distance) into 
50 equal intervals (depending on the number of point 
clouds in the tree trunk, the larger the number of point 

clouds, the larger the number of distance intervals). 
We then computed the frequency of the point clouds 
within each interval to produce a distance-frequency 
histogram illustrating the point cloud distribution, as 
shown in Fig. 3c.

Since tree trunks do not allow for penetration of laser 
point clouds, their position errors were random. It is 
assumed that the trunk’s point clouds follow a normal 
distribution centered on the bark. When the trunk’s 
radius exceeds the point cloud’s error, we postulate that 
the laser plus hitting and echoing from the trunk in a 
particular direction obeys a normal distribution cen-
tered on the bark. Furthermore, we hypothesize that 
the distance-frequency histogram of the point clouds 
(Fig.  3c) follows a χ2 -distribution with v degrees of 
freedom, denoted as X ~ 2(v). Consequently, in this 
study, the PDF of χ2 -distribution was employed to 
model the distance-frequency histogram of the trunk’s 
point clouds, and the trunk diameter was determined 
after eliminating all anomalous data at a threshold of 
α = 0.05. The direct measurement of tree diameters 
was conducted on a per-tree basis. The methodological 
steps for the direct measurement of DBH are described 
in detail below. This procedure also measures diameters 
at other heights (e.g., 1.8 m, 2.0 m, 3 m).

(1) Cylindrical segmenting point clouds on the trunk. 
Firstly, a buffer zone with a radius of 0.50 m was 
generated based on the center of the tree trunk 
obtained in Sect. 2.3.1. Then, a cylinder with a radius 
of 0.5 m and a height of 0.5 m (1.3 m ± 0.25 m) was 
utilized to segment the point clouds at 1.3 m of 

Fig. 3 3D trunk’s point clouds and their distribution. Cylindrical segmentation of the trunk’s point clouds (a). Their distribution in the trunk’s 
cross-section (b). Their 2D distance-frequency histograms (c). The blue dashed circles and vertical lines in (b) and (c) are the simulated positions 
of the trunk and bark based on field-measurements, respectively
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trunk height (Fig. 3a). These point clouds were used 
to measure the DBH of the trees.

(2) Calculating the coordinates ( x0, y0 ) of the plane 
geometry center of the point clouds on the trunk: 

x0 =
1
N

N
∑

i=1

xi , y0 = 1
N

N
∑

i=1

yi , where xi and yi is the 

horizontal-plane coordinates of point clouds, N  is 
the total number of point clouds.

(3) Calculating the distances ( d(i) ) between point 
clouds and the geometric center of the trunk: 
d(i) =

√

(xi − x0)2 + (yi − y0)2 , and their maxi-
mum distance is dmax , dmax = max

i∈N
(d(i)).

(4) Calculating the distance-frequency histogram. 
The interval [0, dmax ] was divided into 50 uniform 
intervals, and the relative frequency ( f (di) ) of the 
point clouds of each interval was calculated by the 
ratio of the point clouds present in a specific inter-
val to the total number of point clouds. Specifically, 
f (di) = n(di)

/

N  represents the relative frequency, 
where n(di) is the count of point clouds within the 
i distance interval, N  is the total number of point 
clouds. Based on these calculations, a distance-fre-
quency histogram was generated (Fig. 3c).

(5) Noise filtering. The distance-frequency histogram 
was fitted using the χ2 -distribution, resulting in a 
PDF, f (x) , which was given by 

f (x) =















1

2v/2Ŵ(v/2)
x

v
2
−1e−x/2

, x > 0

0, x ≤ 0

 , where x is the distance, v 

is the degree of freedom, and Γ is the gamma func-
tion. To remove anomalous data (noise), a threshold 
of α = 0.05 was employed.

(6) Repeated steps (2)–(5) until no anomalous data 
were removed.

(7) Extraction of trunk diameter. After thoroughly 
removing all anomalous data, the distance asso-
ciated with the peak probability density value 
was defined as the radius ( R ) of tree trunk, e.g., 
R = x, x ∈ max f (x) . Subsequently, the DBH was 
yielded, calculated as DBH = 2R.

In extracting tree diameters, abnormal diameter esti-
mates (too large or too small) often arose due to the influ-
ence of branch, understory and herbaceous canopies, 
climbing vines, and barks that have been stripped but 
has not yet shed (this is common in eucalyptus forests). 
Based on statistics from 192 field plots of Eucalyptus for-
ests with an average height of at least 15.0 m in Guangxi, 
it was found that only 3.5% of the trees had a diameter of 
20 cm or more (Zhang et al. 2022b). Therefore, the sub-
sequent rule for determining the tree trunk diameter was 
formulated as follows:

(1) The threshold for individual tree diameter was 
established between 5 and 20 cm. If the initially 
measured diameter fell outside this range, we 
moved 0.5 m upward from the designated trunk 
height (for example, we moved up from 1.3 m to 
1.8 m), re-segmented the point clouds, and meas-
ured the diameter again. If the newly acquired 
diameter fell within the diameter threshold range, 
it should supersede the previous measurement. On 
the contrary, if the new diameter remained outside 
the diameter threshold range, it descended 0.5 m 
from the original trunk height (for example, moved 
down from 1.3 m to 0.8 m), re-segmented the point 
clouds, and conducted another diameter measure-
ment.

(2) Repeat the procedure of upward-downward 
movement, maintaining a height interval of 0.5 
m for each movement, to re-segment the point 
clouds and re-extract the tree diameters. If none 
of the tree diameters within the range of specified 
height ± 1.0 m (example: 1.3–1.0–1.3 + 1.0 m.) 
fell within the diameter threshold range, the tree 
diameter was replaced by the average diameter of 
all the trees.

Utilizing point clouds without noises, we com-
puted the geometric centers, ( x1.3

0
, y1.3

0
 ) and ( x7

0
, y7

0
 ), 

for the cross-sections at stem heights of 1.3 m and 7.0 
m, respectively. These centers determined the tree’s 
growth direction and the crown’s apex (shown in 
Sect.  2.3.3). Although we could derive the centers of 
trunks of different heights, we chose to use ( x1.3

0
, y1.3

0
 ) 

as the trunk’s centroid in this study to align with meth-
odologies employed in other research. Owing to the 
impact of the understory vegetation, a small number 
of trees might exist wherein all measured trunk diame-
ters exceeded the maximum diameter threshold within 
the specific height intervals of 0.8–2.3 m and 6.0–8.0 
m. For these particular trees, we utilized noise-filtered 
point clouds, aligning with their most minor diameter, 
to determine the geometric centers of the trunks at the 
heights of 1.3 m and 7.0 m.

In addition to extracting tree diameters using the meth-
ods above, we employed a classic circle-fitting method 
to extract the DBH to evaluate its suitability for directly 
measuring tree diameter using low-cost UAV-LiDAR 
point clouds.

2.3.3  Tree height and stem volume estimations
Pinpointing the crown top is crucial to measuring 
tree heights accurately. Since Eucalyptus trees have 
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tall, slender stems that are often slightly angled rather 
than perfectly perpendicular to the ground, especially 
those located at the edge of the stand (Fig. 1d and e), 
the task becomes more challenging. Based on the stem 
centers measured at heights of 1.3 m and 7.0 m, along 
with the CHM, we calculated the plane coordinates of 
the crown’s apex. Following this, the crown was seg-
mented. We utilized pseudo-waveforms (Muss et  al. 
2011) to estimate tree heights, minimize the impact 
of elevated objects like birds or sporadically distrib-
uted point clouds hovering above the canopy, and be 
consistent with field measurements. The extraction of 
individual tree heights involved several steps, as out-
lined below:

(1) Calculating the plane coordinates of the canopy top. 
The planar coordinates of the canopy top were cal-
culated by the following methods and steps.

• For tree 
−→
oA , according to Sect.  2.3.2, the coor-

dinates of the center of its stem at 1.3 m (a) and 
7.0 m (b) in 3D space are ( x1.3, y1.3, z1.3 ) and 
( x7, y7, z7 ), where: z1.3 = 1.3 , z7 = 7 (Fig.  4). The 
coordinate origin point o is at the tree’s base, 
which central coordinates at (x0, y0, z0) , where: 
x0 = x1.3 + (x7 − x1.3)×

5.7
1.3

 , y0 = y1.3 + (y7 − y1.3)×
5.7
1.3

 , 
z0 = 0.

• Let −→oA projects onto the xoy plane as 
−→
oB , and the 

angle between 
−→
oB and the xoy plane is β, then,

• Let α be the angle in plane zoB, then,
• Suppose in CHM, the projection of 

−→
oA is −→o′A . 

The coordinate of any pixel c in the direction of 
−→
o′A (determined by β) are ( xc, yc, zc ). Suppose the 
angle ∠coB in the zoB plane is λ, then,

• A is the center at the top of the tree crown, and 
its coordinate was ( xtop, ytop, ztop ). When λ = α, c 
coincides with point A, meaning c is the vertex of 
the tree crown at 

−→
oA . At this point, the z-value of 

pixel c, ztop , can be read from CHM. Therefore, the 
coordinates of A in the xoy plane are:

(2) Let 
−→
oA projects onto the xoy plane as 

−→
oB , and the 

angle between 
−→
oB and the xoy plane is β, then,

Let α be the angle in plane zoB, then,

(2)

β = arccos

(

x7 − x1.3
√

(x7 − x1.3)2 + (y7 − y1.3)2

)

(3)

β = arccos

(

x7 − x1.3
√

(x7 − x1.3)2 + (y7 − y1.3)2

)

Fig. 4 Calculating the coordinates of the center of the crown top based on the coordinates of the tree stem at heights of 1.3 m and 7.0 m 
and CHM. The black dotted ellipse centered on A illustrates the extent of crown segmentation (radius of 0.75 m)



Page 10 of 22Zhou et al. Annals of Forest Science           (2025) 82:20 

Suppose in CHM, the projection of 
−→
oA is −→o′A . The coor-

dinate of any pixel c in the direction of −→o′A (determined by 
β) are ( xc, yc, zc ). Suppose the angle ∠coB in the zoB plane 
is λ, then,

A is the center at the top of the tree crown, and its 
coordinate was ( xtop, ytop, ztop ). When λ = α, c coincides 
with point A, meaning c is the vertex of the tree crown at 
−→
oA . At this point, the z-value of pixel c, ztop , can be read 
from CHM. Therefore, the coordinates of A in the xoy 
plane are:
xtop = x1.3 +

(ztop−z1.3)(x7−x1.3)

ztop−z1.3
 , 

ytop = y1.3 +
(ztop−z1.3)(y7−y1.3)

ztop−z1.3
        (5).

(2) Cylinder segmentation of the tree crown. A buffer 
zone with a radius of 0.75 m (depending on the size 
of the crown diameter and the density of the tree, 
e.g., the greater the density of trees, the smaller the 
radius.) was generated at the center of the crown 
top ( xtop, ytop ) for cylindrical segmentation of the 
individual tree crown to extract the point clouds of 
the crown (Fig. 5a, c).

(3) Calculating the height-relative frequency histo-
gram. The point cloud data was divided into 100 
height bins, spanning from the highest point to 

(4)� = arccos

(

(xc − x1.3)(x7 − x1.3)+ (yc − y1.3)(y7 − y1.3)
√

(xc − x1.3)2 + (yc − y1.3)2 + (zc − z1.3)2 ×
√

(x7 − x1.3)2 + (y7 − y1.3)2

)

(5)
xtop = x1.3 +

(ztop − z1.3)(x7 − x1.3)

ztop − z1.3
, ytop = y1.3 +

(ztop − z1.3)(y7 − y1.3)

ztop − z1.3

the ground. The height of each bin is hmax
100

 . Subse-
quently, the frequency of the point clouds within 
each height bin was calculated (also referred to as 
the fractional cover, representing the proportion of 

all point clouds contained in that bin). This process 
resulted in the generation of height-relative fre-
quency histograms for the point clouds (Fig. 5b, d).

(4) Fitting the height-relative frequency histograms. A 
univariate ten-order polynomial, 

f (x) =
10
∑

i=1

ai−1x
10−i+1 + k , where f (x) is the point 

cloud frequency, x is the median height of the 
height bins, ai(i = 1, 2, · · · , 10) is the model coeffi-
cient, k is the constant, was used to fit the height-
frequency histogram using the least-squares 
method to obtain the pseudo-waveform of the 
height-frequency histograms (Fig.  5b, d). f (x) is 
continuous in the interval [0+ 1

2
× hmax

100
, hmax− 1

2
× hmax

100
].

(5) Identifying the convex and concave intervals. Cal-
culate the second-order derivative f ′′(x) of f (x) . 
Find all inflection points for f ′′(x) = 0 and add two 
inflection points for x = 0 and x = hmax . Divide 
the f (x) into intervals based on the inflection 
points. If in the interval [a, b], f ′′(x) > 0 , f (x) is 
concave and the interval is concave; if in the inter-

Fig. 5 Extraction of individual tree heights via pseudo-waveforms. (a) and (c) are 3D point clouds of individual tree crowns clipped 
from cylinders, (a) is an upright tree, and (c) is an inclined tree. (b) and (d) are histograms of the height-frequency (coverage) of the point clouds 
and pseudo-waveform fitted by an univariate ten-order polynomial, with the red dots being the extreme points of the highest convex intervals, 
the height of which is the tree height
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val [c, d], f ′′(x) < 0 , f (x) is convex and the interval 
is convex. Using this method, we can divide f (x) 
into a number of convex and concave intervals.

(6) Finding the extreme points. In the concave interval 
[a, b], if A = min f (x), x ∈ [a, b] , A is a minimum, 
and (A, x) is a minima point; in the convex interval 
[c, d], if A = max f (x), x ∈ [a, b] , B is a maximum 
and (B, x) is a minima point.

(7) Determining the tree height. For the convex inter-
val where x ( x is the height of the tree) is largest, if 
there is only one inflection point above the point of 
maximal value, the x of that maximal point is the tree 
height(Fig. 5b, d); if there are more than one inflection 
point above the point of maximal value, there is a con-
cave interval above it, and the x of the point of mini-
mal value of the concave interval is the tree height.

Using the coordinates of point o and point A (Fig.  4), 
we could calculate the length of the leaning tree. Never-
theless, to ensure consistency with ground-based meas-
urements, the tree heights documented in this study were 
exclusively calculated as vertical heights, discounting any 
extra length resulting from the trees’ natural inclination.

2.3.4  Approach evaluation
Utilizing point clouds with a height of 1–5 m, we were able 
to precisely identify the tree trunks of 413 reference trees 
and their respective center positions individually in the 
study site through visual interpretation within the Terra-
Solid and ArcGIS Desktop environments, ultimately achiev-
ing the reference dataset. Taking into account the noise level 
present in the point clouds, the manually pinpointed trunk 
locations were anticipated to be accurate to 3–5 cm, serv-
ing as the ground truth for further analysis. If the distance 
between the center of a detected tree A and a reference tree 
B was found to be less than 0.5 m, A and B were consid-
ered to be a match. In cases where tree B had two or more 
potential matches, the tree with the shortest distance was 
considered the valid match. Three key statistical parameters 
were utilized to assess the performance of individual tree 
detection algorithms, namely, “recall” (Re), representing the 
detection rate of trees; “precision” (Pr), indicating the detec-
tion accuracy of identified trees; and “F-score,” reflecting the 
overall accuracy, encompassing both omissions and com-
missions. These three measures were calculated as follows:

(6)Re = TP
/

(TP + FN )

(7)Pr = TP
/

(TP + FP)

(8)F − score = 2×
Pr × Re

Pr + Re

where TP represents the matched trees, FN is the number 
of trees are not detected (omission error), FP is the num-
ber of trees wrongly detected (commission error). Fur-
thermore, we calculated the plane differences between 
the identified trunk locations and their corresponding 
ground truth data. Subsequently, we reported the root-
mean-square error (RMSE) and the mean distance to 
measure the detection accuracy quantitatively.

The extraction performance of DBH, tree height (H), 
and stem volume (VOL) was thoroughly evaluated by 
comparing UAV measurements or estimations with field 
measurements, using mean error (bias) and RMSE as 
metrics. Both absolute error (in cm/m/m3) and relative 
error (%) were computed for bias and RMSE to facilitate 
comparisons of detection performance with other stud-
ies. These four statistics were defined as follows:

where ŷi is the UAV-derived attribute, yi is the field-
measure reference attribute, y is the mean of yi , and n is 
the number of trees.

3  Results
3.1  Accuracy of individual tree truck detection
There were 413 reference trees in the study area, and 
the algorithm detected 417 tree trunks across the entire 
region. Specifically, of these 417 detected trees, 380 were 
accurately identified. At the same time, 33 were over-
looked (resulting in omission), and 37 were incorrectly 
labeled (resulting in commission) (Fig. 6). The algorithm 
achieved a recall rate of 92.0% for detecting individ-
ual trees and a precision of 91.1%, leading to an overall 
F-score of 0.916.

By meticulously and carefully analyzing the missed 
and wrongly detected trees using TerraSolid and Arc-
GIS software, we found that several factors contributed 
to these errors. These included (1) clusters of understory 
crowns encircling the stems, understory canopies situ-
ated at varying height intervals, climbing vines, proxim-
ity to two budding trees, and significantly leaning trunks. 

(9)bias =
1

n

n
∑

i=1

(yi − ŷi)

(10)RMSE =

√

√

√

√

1

n

n
∑

i=1

(yi − ŷi)2

(11)bias(%) =
bias

y
× 100

(12)RMSE(%) =
RMSE

y
× 100
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Collectively, these factors interfered with the point cloud 
clustering process, leading to variations in the number of 
clusters at different heights and the geometric positioning 
of their centers. Consequently, this interference affected 
the diameter extracted from the point clouds, which were 
misclassified as non-tree elements and identified as the 
primary cause of missed detections; (2) the main reason 
for the incorrect detection of stems was the misidentifica-
tion of understories or large branches as trees.

Among the 33 field-measured reference trees, the 
variations in the differences between the x and y coor-
dinates of the detected and field-measured centers 

spanned from − 22.6 to 8.0 cm and − 16.1 to 10.5 cm, 
respectively. The average differences were − 0.140 cm 
for the x-coordinate and − 0.052 cm for the y-coor-
dinate. Furthermore, the RMSE was 15.3 cm for the 
x-coordinate and 7.9 cm for the y-coordinate. The dis-
tance between the detected and measured centers of 
the trees ranged from 10.0 to 24.4 cm, with an aver-
age of 16.9 ± 3.2 cm. It is crucial to note that the meas-
ured center of the field-measured reference tree was 
not precisely at the actual center but on the outer bark 
and not measured at a similar location. After subtract-
ing the individual trees’ radii from the above distances, 

Fig. 6 Comparison of the trunk detection and reference dataset derived by the visual interpretation using 3D point clouds

Fig. 7 Process of measuring trunk diameters directly from point clouds via the χ2-filtering method. (a) Changes in the PDF curve 
of the 2-distribution during the iteration process. Specifically, the red point marks the location of the maximum probability density on this curve. 
The corresponding x-coordinate (9.11) signifies the radius of the tree trunk. (b) Distribution of rejected and retained point clouds on the trunk’s 
cross-section during iterations. The notation I- 1–1–5 refers to the point clouds rejected during iterations 1 through 5, while I- 0 represents 
the retained point clouds. Additionally, the red circle depicts the circle drawn using the radius of the trunk, and the blue one is the circle drawn 
using the field-measured diameter
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the mean distance between the trees detected and field 
measurement centers was 9.2 ± 3.4 cm.

3.2  Accuracy of stem diameter measurement
The distance-frequency of point clouds in the trunk’s 
cross-section typically exhibits a χ2-distribution, charac-
terized by 9 to 12 degrees of freedom. The fitting of the 
PDF for the χ2-distribution and the subsequent removing 
anomalous data was generally accomplished within 2 to 5 
iterations (Fig. 7), with a maximum iteration of 29. Dur-
ing the direct measurement of DBH for 33 field-meas-
ured reference trees, 30 trees were successfully measured 
at the standard height of 1.3 m, one at 1.8 m, another 
at 2.3 m, and one tree could not be directly measured 
within the height range of 0.8 m to 2.3 m. As a result, its 
DBH was substituted using the mean value derived from 
the direct measurements of the remaining 32 trees.

Across all 33 field-measured reference trees, the mean 
error (bias) of UAV-LiDAR DBH measurements was 
2.04% (0.26 cm), and the RMSE was 14.60% (2.18 cm). 
Notably, the accuracies of UAV-LiDAR diameters meas-
ured at 2, 4, and 6 m of the trunk were significantly lower 
than those of the UAV-LiDAR DBH, evident from the 
substantially larger bias and RMSE compared to the latter 
(Table 1).

Scatter plots were computed for cross-validation pur-
poses, contrasting the tree diameters obtained through 
field measurement with those measured by UAV (Fig. 8). 
While the UAV-LiDAR-derived DBHs were distributed 

on both sides of the 1:1 line with residuals showing ran-
dom dispersion, the deviations from this line were sub-
stantial, indicating a less-than-satisfactory agreement 
between UAV-LiDAR-derived DBH and field-measured 
DBH (R2 = 0.37) (Fig. 8a). Furthermore, the UAV-LiDAR-
derived diameters at heights of 2.0 m, 4.0 m, and 6.0 m 
exhibited even more significant deviations from the 1:1 
line, with an even poorer correlation between UAV-
LiDAR-derived diameters and field-measured diameters 
(R2 ranging from 0.17 to 0.26). Notably, most of these 
points were positioned to the right of the 1:1 line, sug-
gesting overestimation by the UAV-LiDAR measure-
ments (Fig. 8b, c, and d).

When measuring tree diameters using the circle-fitting 
method, 28 of the 33 field-measured reference trees had 
diameters greater than 20 cm, resulting in a significant 
bias (Table 1 and Fig. 9).

The bias and RMSE observed in the DBH measure-
ments obtained using the circle-fitting method were 
much larger than those extracted using the χ2-filtering 
method, which were − 50.30% (− 7.64 cm) and 53.92% 
(8.19 cm), respectively (Table  1). Such a large error is 
unacceptable in practical application.

After clipping the trunk point clouds with a cylinder 
having a radius of 0.5 m and a height of 0.5 m, the num-
ber of point clouds observed at various heights along the 
tree stem exhibited minimal variation. Among the 33 
field-measured reference trees, the coefficients of varia-
tion for the point clouds counts at heights of 1.3, 2.0, 4.0, 

Table 1 Bias and root-mean-square error (RMSE) are associated with UAV-diameter measurements at various tree heights, specifically 
at 1.3 m (DBH), 2 m (D2 m), 4 m (D4 m), and 6 m (D6 m)

Note: DBH (circle fitting) is the DBH measured with the circle fitting method; DBH, D2 m, D4 m, and D6 m are measured by χ2-filtering

Statistics DBH (circle fitting) DBH D2 m D4 m D6 m

Bias (%/cm)  − 50.30/− 7.64  − 1.70/− 0.26  − 15.67/− 2.21  − 16.058/− 2.05 6.30/− 0.73

RMSE (%/cm) 53.92/8.19 14.37/2.18 23.16/3.27 24.14/3.08 26.99/3.12

Fig. 8 UAV-LiDAR-derived diameters versus field-measured diameters at heights of 1.3 m (DBH), 2.0 m (D2 m), 4.0 m (D4 m), and 6.0 m (D6 m) of all 
33 field-measured reference trees. The black dashed line indicates the 1:1 reference line
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and 6.0 m ranged from 0.09 to 0.75. Notably, the coeffi-
cients of variation for approximately 70% of the trees fell 
below 0.5. However, there was a considerable variation in 
the number of point clouds among the different reference 
trees. Specifically, at a height of 1.3 m, the point cloud 
counts ranged from 197 to 2484 points, resulting in a 
maximum difference of 13 times. Similarly, the maximum 
difference at a height of 4.0 m also reached eight times.

However, when limiting diameter measurements to a 
trunk height of 1.3 ± 0.25 m, we found that the accuracy 
of direct DBH measurements did not exhibit strong 
correlation with either the number of point clouds in 
the trunk (Fig.  10a) or the average distance between 
these point clouds and the trunk’s center (Fig.  10b). 
Furthermore, we also observed no strong correlation 
between the accuracy of tree DBH measurement and 
the mean distances among point clouds (Fig. 10c) or the 
standard deviation of these distances (Fig. 10d). These 

suggested that the accuracy of the diameter measure-
ment was independent of the dispersion pattern of the 
laser point clouds.

Upon analyzing the distribution of point clouds within 
the trunk’s cross-section, we observed that:

When the point clouds were concentrated in a cir-
cular pattern centered around the trunk’s center, 
the direct DBH measurement was highly accurate 
(Fig. 11a).
Conversely, if the point cloud distribution was dif-
fuse, the accuracy of the DBH measurement declined 
(Fig. 11b).
In extreme cases where the point clouds exhibited a 
highly dispersed and multicentric distribution, the 
accuracy of the DBH measurement was significantly 
low (Fig. 11c).

Fig. 9 Comparison of the circle-fitting and χ2-filtering methods for direct DBH measurement using point clouds. (a) Field-measured DBHs 
versus UAV-LiDAR-derived DBHs using two methods of all field-measured reference trees; (b) DBHs obtained by two methods on a trunk’s 
cross-section

Fig. 10 Relationship between measurement errors of the DBH and the following point cloud statistics: (a) the number of point clouds in the trunk 
cylinders; (b) the mean distances between the point clouds and the center of the trunk; (c) the mean distances among the point clouds; and (d) 
the standard deviations of the mean distances
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3.3  Accuracy of tree height estimations
Out of the 33 field-measured reference trees, the biases 
for tree height measurements using 3D point clouds 
ranged from − 7.53 to 6.94%, equivalent to − 1.43 to 1.18 
m, with a mean bias of − 0.01% (− 0.01 m) and an RMSE 
of 2.69% (0.31 m). There were good agreements between 
UAV-LiDAR-derived tree heights and field-measured 
tree heights (R2 = 0.79), and their relationships were close 
to the 1:1 line (Fig. 12a).

Stem volume is often one of the critical outputs of 
forest inventory. Utilizing the direct DBH and tree 
height measurements, stem volumes (VOL) were cal-
culated using Eq. (1). The estimation biases for UAV-
derived VOL varied from − 35.8% to 55.3%, with a 
mean bias of 5.00% and an RMSE of 25.09%. The UAV-
LiDAR-derived VOL relationships deviated slightly 
from the 1:1 line. However, the agreement between 
the UAV-LiDAR-derived VOL and field-calculated 
VOL was still better than that of the UAV-LiDAR-
derived DBH and field-measured DBH (Figs.  12b 
and 8a). The UAV-LiDAR-derived measurement 

error for tree height was notably smaller than that of 
DBH. Applying the principle of error propagation, 
we hypothesized that the leading cause of estimation 
inaccuracies in stem volume originated from errors in 
DBH measurements.

4  Discussion
In this study, we introduced an innovative framework 
for the automatic and direct extraction of individual 
tree attributes, including tree number and location, 
diameter, and height, utilizing low-cost UAV-LiDAR 
point clouds. This framework employed HDBSCAN 
algorithms to detect tree trunks and ascertain the 
number of trees. Additionally, it utilized the probabil-
ity density function of 2-distribution for filtering point 
clouds to measure tree diameters and pinpoint tree 
locations. Furthermore, the framework extracted tree 
heights through pseudo-waveforms. Our results dem-
onstrated that this framework offered an efficient solu-
tion for automated plantation forest inventory. Notably, 
to our best knowledge, this marked a pioneering effort 

Fig. 11 Distribution pattern of point clouds and bias in direct DBH measurements

Fig. 12 Scatter plots between the field measurement and UAV-derived individual tree height (a) and stem volume (b)
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where individual tree diameters were directly meas-
ured using a 2-filtering method, and tree heights were 
determined through pseudo-waveforms. This study also 
demonstrated for the first time that the classical circle-
fitting method was unsuitable for tree diameter meas-
urement using low-cost UAV-LiDAR data.

4.1  Crown detection versus tree trunk detection
The accuracy of individual tree detection through top-
down canopy segmentation was found to be limited, 
primarily due to the significant overlap and complex 
interlacing of the canopy (Yu et al. 2024; Yan et al. 2024; 
Zhang et  al. 2022a; Liu et  al. 2023; Xiang et  al. 2024). 
Given that tree trunks are distinctly separated, bottom-
up trunk detection and segmentation techniques emerge 
as a feasible approach to overcome the difficulties associ-
ated with canopy segmentation. The stem or trunk detec-
tion approach significantly enhances detection accuracy 
in scenarios where point cloud density is substantial. For 
instance, Neuville et al. (2021) employed the HDBSCAN 
algorithm to detect tree trunks, achieving an F-score of 
0.89 under leaf-off conditions. Similarly, Lin et al. (2021) 
introduced a bottom-up approach for individual tree 
localization and segmentation, leveraging 2D peak detec-
tion and Voronoi diagrams. This method proved effective 
under deciduous and partially deciduous cover, achiev-
ing overall single tree detection accuracies of 0.98 and 
0.88, respectively, with point densities of 5500 and 4500 
pts·m−2 (at the 75 th percentile) in broad-leaved forests 
with a tree density of 5 × 2.5 m. Remarkably, even with 
moderate point cloud densities ranging from 400 to 1264 
pts·m−2, Deng et al. (2024) achieved excellent segmenta-
tion results (F-score of 0.92 to 1.00) for detecting Euca-
lyptus young forests of 1, 2, and 4 years old. In recent 
years, deep learning algorithms such as PointNet, CNN, 
YOLO, and ForAINet have emerged as focal points for 
LiDAR-based individual tree segmentation (Kim et  al. 
2023; Sun et  al. 2023; Xiang et  al. 2024; Straker et  al. 
2023). Hence, there is an urgent requirement for future 
research to confirm the effectiveness of these algorithms 
in detecting trunks within Eucalyptus plantations.

One of the most significant challenges in trunk detec-
tion is minimizing the interference caused by foliage and 
understory vegetation. Considering the biological traits 
of tree species and the forest structure, rationally deter-
mining the height interval of point cloud segmenting in 
the trunk layer is an important measure to mitigate the 
above impacts. Thanks to the algorithm we developed, 
we could quickly perform trunk segmentation experi-
ments with various height slices in this study. Ultimately, 
our finding revealed that point clouds with a height 
interval of 2–4 m were optimal for trunk detection. The 
results indicated that the height interval for trunk layer 

segmentation was not fixed and must be determined 
based on the specific forest structural contexts.

The diameter of the understory vegetation canopy is 
usually more significant than the diameter of the forest 
trees. Therefore, to minimize these effects, we employed 
a technique involving the extraction of trunk diameters 
from trunk slices, followed by determining the stem 
based on these measurements. By leveraging the HDB-
SCAN algorithm for point cloud clustering at the trunk 
level, our study successfully achieved accurate individual 
tree detection through this methodology. The detection 
precision reached 91.1%, with an accompanying F-score 
of 0.916. Taking into account the density of forest trees 
and the structural features of the understory vegetation 
within the study area, we deem this level of accuracy as 
satisfactory and sufficient to meet the demands of pre-
cise forestry management. Furthermore, Kukkonen 
et  al. (2022) further assert that integrating segmented 
tree trunks and crowns enhances individual tree detec-
tion’s precision and guides future research in a promising 
direction.

4.2  Statistical distribution of point clouds and direct tree 
diameter measurement

For survey-grade laser scanners encompassing terrestrial, 
mobile, and UAV-based systems, the laser point clouds 
that reflects from a tree trunk exhibits a hollow circle or 
circular arc when projected onto the (x, y) plane, as noted 
by Čerňava et al. (2019). Consequently, the current prac-
tice of directly measuring tree diameters with LiDAR data 
often involves utilizing a sample circle-fitting method and 
its evolutionary approach (Xiang et al. 2024; Brede et al. 
2017). Despite the advancements in UAV-LiDAR technol-
ogy, the direct measurement of individual tree diameters 
using this data still needs the desired level of accuracy, 
regardless of whether it involves survey-grade or low-
cost scanners. In their respective studies, Brede et  al. 
(2017) and Xiang et  al. (2024) employed survey-grade 
scanners to measure tree DBH directly, achieving RMSEs 
of 4.24 cm (at a point cloud density of 140 pts·m−2) and 
5–10 cm (at 9529 pts·m−2), respectively. Regarding low-
cost UAV-LiDAR, Kuželka et al. (2020) yielded an RMSE 
range of 17–20%. Krůček et  al. (2020) reported a resid-
ual standard error (RSE) of 8.91 cm with a point cloud 
density of 4387 pts·m−2. Neuville et al. (2021) employed 
principal component analysis to estimate DBH, achieving 
RMSEs of 15 cm and 19 cm for leaf-on and leaf-off condi-
tions, respectively. Jaakkola et al. (2017) achieved RMSEs 
of 5.5 cm (22.12%) and 6.8 cm (27.46%) at a point cloud 
density of 800 pts·m−2, employing principal component 
analysis (PCA) and circle fitting methods, respectively. 
Various factors hamper the accuracy of UAV-LiDAR tree 
diameter measurements. These factors encompass the 
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sparsity and noise present in the point clouds surround-
ing tree trunks (Xiang et al. 2024), ranging and orienta-
tion errors, the significant divergence of the laser beam, 
and the specific processing algorithm utilized (Jaakkola 
et al. 2017). We proposed that the primary cause of the 
reduced accuracy in direct tree diameter measurements 
obtained by low-cost UAV-LiDAR (Table  1 and Fig.  9) 
stemmed from the fact that the point clouds generated by 
such systems exhibited a solid-circle distribution in the 
trunk cross-section rather than a hollow circle or arcs 
(Figs. 3b, 7b, 9b, and 11). This deviation led to an absence 
of a mathematical foundation for employing the circle-
fitting method to measure tree diameters.

The Matrice 300 RTK UAS system employed in this 
study boasts a manufacturer-stated accuracy of 0.1 m per 
50 m horizontally and 0.05 m vertically (standard devia-
tion) for the DJI Zenmuse L1 scanning system. Specifi-
cally, the laser scanner’s distance measurement precision 
(RMS 1σ) is 3 cm at a 100 m distance (DJI 2024). A recent 
test revealed that, at a height of 10 m, the estimated x 
and y differences using the UAV’s attitude were 0.13 m 
and 0.04 m, respectively, with standard deviations of 0.05 
m and 0.02 m. The horizontal discrepancy intensifies as 
altitude increases (Czyża et  al. 2023). In forest environ-
ments, the Zenmuse L1 system achieves an elevation 
accuracy (RMSE) of 0.044–0.065 m when flying at 100 m 
(Stroner et al. 2023).

When projecting the point clouds within the trunk 
cylinder onto the (x, y) plane, it assumed a near-solid 
circular shape (Figs.  3b, 7b, 9b, and 11), as a result, the 
accuracy of diameter measurement using the circle fitting 
method was very low (Table  1). To analyze these point 
clouds, we employed the following techniques:

(1) A thin cube (sheet) with a length width height equal 
to 50 cm 5 cm 50 cm was used to crop the point 
clouds on the trunk, centered on the center of the 

trunk cross-section at the height of 1.3 m of the tree 
(Fig.  13a), and calculating the mean x-coordinate 
( x0 = 1

n

n
∑

i=1

xi ), where n represents the number of 

point clouds and x0 marks the trunk’s central 
x-coordinates.

(2) Computing the one-dimensional horizontal-plane 
distances ( d(i) ) between point clouds and the trunk 
center, d(i) = xi − x0 , along with the maximum 
distance ( dmax).

(3) Dividing the distance interval [0, dmax ] into 30 equal 
segments and tallying the point cloud frequencies 
in each segment to generate a distance-frequency 
histogram (bilateral).

The results indicated that although the number of 
point clouds was small, with a mean (standard deviation) 
of 635.5 ± 459.4 pts·m−2, most reference trees exhibited 
bimodal histograms, with the dividing line close to the 
trunk’s center and the two peaks positioned near the bark 
(Fig. 13b).

For laser scanners with notable errors in point cloud 
positioning, similar to the one utilized in this study, if 
the point cloud density is high and the trunk diameter 
exceeds the error margin, we posit that when projecting 
the trunk’s point clouds onto the (x, y) plane in a particu-
lar direction, the point clouds exhibit a normal distri-
bution centered on the bark. Specifically, the frequency 
(density) of points is highest at the bark and gradually 
tapers off to zero on both sides. We computed the two-
dimensional planar distances from all these points to the 
trunk’s center, segmented the maximum distance into 50 
equal intervals, and tallied the frequencies within each 
interval to generate a two-dimensional distance-fre-
quency histogram (Fig. 13c).

Based on the observations above, we postulate that if 
the positional error of the point cloud is less than the 
tree trunk’s radius, the trunk’s point cloud histograms are 

Fig. 13 Cubic clipping and histogram analysis of point clouds on a tree trunk. (a) Clipping point clouds with a thin cube. 
One- and two-dimensional distance-frequency histograms (b and c) of the point clouds. The red and green dashed vertical lines in (b) and (c) 
indicate the locations of the trunk center and bark, respectively, as simulated from field-measure DBH. The blue dashed curves in (b) and (c) are 
the simulated curves of normal and χ2-distribution, respectively
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distinct, meaning that the one-dimensional distance-fre-
quency histogram follows two separate normal distribu-
tions. Similarly, the two-dimensional distance-frequency 
histogram also adheres to a normal distribution. Con-
versely, suppose the positional error of the point cloud is 
smaller than the tree’s diameter but more significant than 
its radius; the one-dimensional distance-frequency his-
togram conforms to two normal distributions that inter-
sect (Fig. 13b). The two-dimensional distance-frequency 
histogram conforms to the 2-distribution (Fig.  13c). 
Based on this assumption, we fitted the histograms using 
the corresponding PDF and refined our trunk diameter 
measurements by eliminating anomalous point clouds 
(Fig. 7). Although we recognize that our diameter meas-
urements, with a RMSE of 14.6% (2.18 cm) (Table 1), still 
have room for improvement, they nonetheless surpass 
the results obtained in most previous studies, e.g., Jaak-
kola et  al. (2017), Kukkonen et  al. (2017), Kuželka et  al. 
(2020), Neuville et  al. (2021), and Xiang et  al. (2024). 
Therefore, the approach proposed in this paper for direct 
measurement of tree diameters using 3D point clouds is 
reliable and has a solid mathematical foundation. Our 
future efforts will verify the above hypothesis, unravel the 
factors contributing to measurement inaccuracies and 
refine our algorithm to achieve greater precision. Fur-
thermore, given the increased inefficiencies and expenses 
associated with high-density point clouds in UAV-LiDAR 
data collection and preprocessing, we also intend to 
explore how point cloud density impacts diameter meas-
urement accuracy, aiming to optimize density to reduce 
data acquisition costs.

Specific experimental outcomes revealed that when 
utilizing the under-canopy UAV-LiDAR, the RMSE for 
direct DBH extraction in sparse and obstructed plots 
stood at 0.60 cm (2.2%) and 0.92 cm (3.1%), respectively. 
Moreover, the integration of under- and above-canopy 
UAVs led to an RMSE of 10.1% for stem volume estima-
tion, as reported by Hyyppä et al. (2020a). This figure is 
considerably higher than when only the above-canopy 
UAV is employed. Therefore, this approach merits fur-
ther exploration in subsequent research endeavors.

4.3  Tree height estimation consistent with field 
measurement

The height of a tree is defined as the vertical distance 
between its tallest point and the base where it meets 
the ground. In UAV-LiDAR tree height measurements, 
both CHM-based tree height determinations (e.g., Liao 
et al. 2022; Ganz et al. 2019; Hyyppä et al. 2020a) and 3D 
point cloud-derived measurements (e.g., Krůček et  al. 
2020; Hyyppä et al. 2020b) exhibited excellent accuracy, 

typically yielding an RMSE of less than 5%. However, the 
measurement method for the reference tree’s height sig-
nificantly influenced the accuracy evaluation. Liao et  al. 
(2022) found that altimeter (telescopic pole) measure-
ments exhibited a bias ranging from − 4.8 to − 6.7% and 
an RMSE of 9.0% to 9.9%, significantly underperforming 
compared to UAV-CHM measurements and post-felling 
measurements. Similarly, Ganz et  al. (2019) concluded 
that altimeter (Vertex IV hypsometer) measurements 
were less accurate than UAV-CHM extractions. Krause 
et al. (2019) observed that altimeter (hypsometer) meas-
urements overestimated tree height with a bias of 0.86% 
and an RMSE of 1.82%, while photogrammetric CHM 
measurements underestimated it with a bias of − 0.81% 
and an RMSE of 2.07%. Therefore, when validating the 
accuracy of UAV-LiDAR tree height measurements, it is 
advisable to fall the trees for reference tree height meas-
urements, if conditions permit, to ensure the highest 
level of accuracy.

A critical issue to consider for tree height measure-
ments is the determination of the top center of the 
crown. The trees were not uniformly perpendicular to the 
ground; most were tilted at various angles. In our study, 
the Eucalyptus forests featured tall, slender trunks lean-
ing at significant angles, particularly those positioned 
at the edges of the stands. These trees displayed a pro-
nounced offset, where the canopy’s top center deviated 
from the trunk base’s center by over 1 m. Consequently, 
for precise individual tree segmentation relying on trunk 
detection, pinpointing the exact location of the crown’s 
top center becomes paramount for accurate tree height 
measurements. We used the center coordinates at 1.3 m 
and 7.0 m of the trunk and CHM to calculate the centers’ 
positions at the top of the canopy (Fig. 4). Following this, 
we extracted the tree height by segmenting individual 
trees using a cylindrical clipping of the point clouds with 
a 0.75 m radius. This methodology allowed us to gauge 
the accuracy of our tree height measurements efficiently.

Another essential issue to consider when measur-
ing tree height is its application scenario. One of the 
crucial applications of tree height measurements lies 
in estimating stem volume and biomass. Traditionally, 
when collecting data for modeling these parameters, 
tree height is measured after falling using a tape on the 
trunk in China. However, accurately determining the 
topmost point of a tree, whether by using an altimeter 
for standing trees or a tape measure for felled ones, is 
challenging. The actual measured height often falls 
short of the tree’s accurate height. To ensure precision 
in estimating standing tree volume and biomass, UAV-
LiDAR measurements of individual tree heights must 
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align as closely as possible with actual field measure-
ments. In our study, we identified the extreme value 
of the highest convex interval in the height-frequency 
pseudo-waveforms of the point clouds rather than just 
the highest z-value as the tree height. This extreme 
point signifies the position with the densest foliage dis-
tribution in the topmost layer of the tree or the inter-
face between the second-to-top and topmost layers, 
and it is identified as the highest point of the tree by 
the surveyor. This approach ensures that the start of 
the UAV-LiDAR measurements is consistent with field 
measurements. The results showed a minimal bias of 
− 0.01% (− 0.01 m) in our tree height measurements 
and an RMSE of 2.69% (0.31 m), indicating that we have 
successfully achieved our objectives. It is worth noting 
that while we can directly measure the actual length of 
leaning trees based on their growth direction (Fig.  4), 
we still used the vertical height in this study to main-
tain consistency with field measurements.

4.4  Application of the proposed framework
This study was conducted in a relatively simplistic struc-
ture of Eucalyptus plantation forests. The subject was 
a single-story forest with a canopy characterized by a 
relatively spare distribution of twigs and leaves. Based 
on our extensive UAV-LiDAR dataset covering 4700 ha 
with a density of 350 pts  m−2 in the same region, the 
average canopy cover of the Eucalyptus plantations was 
0.80, which was notably lower compared to the canopy 
cover of the planted Chinese fir forests (0.96), Masson 
pine forests (0.94), and broad-leaved forests (0.95). Given 
that LiDAR point clouds are unable to penetrate canopy 
material, we believe that the individual-tree segmen-
tation framework proposed in this paper is likely only 
applicable to Eucalyptus plantation forests and planted 
forests with simpler and sparser structures and not to 
natural forests. Further experimentation is necessary to 
assess the adaptability of this framework.

A key factor contributing to the success of this study is 
the ultra-high density of the point clouds. Regrettably, we 
were unable to ascertain the minimum point cloud density 
required. Nevertheless, we hypothesize that a density of at 
least approximately 20,000 pts  m−2 or even higher is neces-
sary to ensure adequate reflection of point clouds from the 
tree trunk for segmentation. Furthermore, factors such as 
flight altitude, scanning angle, and route planning also sig-
nificantly impact the quality of the point cloud, and these 
aspects require further investigation in future studies.

The fundamental premise of the diameter measurement 
method introduced in this paper is that the cross-sec-
tion of the trunk is circular. Nevertheless, as Wang et al. 
(2017) pointed out, the trunk cross-section is never per-
fectly circular. When the shape of the trunk cross-section 

deviates significantly from a circle, it is inadvisable to 
apply the method proposed herein. Instead, alternative 
methods such as iterative Fourier series approximation 
(Wang et  al. 2017) or the convex hull algorithm (You 
et al. 2016) should be employed.

5  Conclusion
This paper introduced a novel framework for automati-
cally and directly measuring individual tree attributes, 
leveraging ultra-high-density point clouds collected by 
low-cost UAV-LiDAR. The framework exhibited out-
standing performance in Eucalyptus plantations, the 
largest planted broad-leaved forests globally. Further-
more, our study indicated that the classical circle-fitting 
method might not be adequate for directly measuring 
tree diameter using low-cost UAV-LiDAR data.

The HDBSCAN algorithm efficiently clusters point 
clouds in the trunk layer. By clipping the trunk layer 
point clouds at an appropriate height interval from the 
normalized version, we effectively minimized the impact 
of foliage and understory vegetation on tree trunk detec-
tion. Using a probability density function of 2-distri-
bution to filter the noise point clouds, we accurately 
determined the diameters at various height slices along 
the trunks. These diameters facilitated precise identifica-
tion of the number of tree stems and calculation of their 
approximate locations. The point clouds centered around 
the trunk exhibited a normal distribution, with the bark 
as its focal point. Upon calculating the distances from 
the point clouds to the trunk center and generating a 
distance-relative frequency histogram, it became evident 
that the point clouds follow a χ2-distribution. Therefore, 
by segmenting the trunk’s point clouds using a cylinder, 
we could directly extract the diameters of the tree stems 
at different heights and their accurate position after fil-
tering the point clouds. The coordinates of the crown’s 
topmost center could be precisely calculated using the 
coordinates of the trunk centers at 1.3 m and 7.0 m, along 
with CHM. By cylindrical segmenting the point clouds 
of the tree crown, we could extract the tree height using 
pseudo-waveforms, ensuring consistency between the 
extracted results and field measurements.

The relevant algorithms presented in this paper require 
further optimization, and additional experiments in vari-
ous forest contexts are necessary to verify the adaptabil-
ity of the framework proposed in this paper.
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